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Fig. 1: Co-designed mixed reality drill positioning widgets: Entry Point, Target Axis, Dynamic widget and entry point (DWEP), Dynamic
widget and target axis (DWTA), compared in a realistic setup in the dental room: virtual magnifying loupe (left), tracked phantom and
virtual patient, foot pedal, laptop and headset (right).

Abstract—Mixed Reality (MR) is proven in the literature to support precise spatial dental drill positioning by superimposing 3D widgets.
Despite this, the related knowledge about widget’s visual design and interactive user feedback is still limited. Therefore, this study is
contributed to by co-designed MR drill tool positioning widgets with two expert dentists and three MR experts. The results of co-design
are two static widgets (SWs): a simple entry point, a target axis, and two dynamic widgets (DWs), variants of dynamic error visualization
with and without a target axis (DWTA and DWEP). We evaluated the co-designed widgets in a virtual reality simulation supported by a
realistic setup with a tracked phantom patient, a virtual magnifying loupe, and a dentist’s foot pedal. The user study involved 35 dentists
with various backgrounds and years of experience. The findings demonstrated significant results; DWs outperform SWs in positional
and rotational precision, especially with younger generations and subjects with gaming experiences. The user preference remains
for DWs (19) instead of SWs (16). However, findings indicated that the precision positively correlates with the time trade-off. The
post-experience questionnaire (NASA-TLX) showed that DWs increase mental and physical demand, effort, and frustration more than
SWs. Comparisons between DWEP and DWTA show that the DW’s complexity level influences time, physical and mental demands.
The DWs are extensible to diverse medical and industrial scenarios that demand precision.

Index Terms—Dynamic widgets, precise tool positioning, usability testing, co-design, dentistry, mixed reality.

1 INTRODUCTION

Precise drill positioning in dental implantology is one of the most
challenging skills to master, requiring both time and spatial abil-
ity [9, 10, 60, 69]. Pre-operative scans and software are utilized to
calculate accurately the drill’s 3D position and path axis [5,56,61]. The
drill must be positioned in space by precisely coordinating 5 degrees
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of freedom (DoF), three positional components, and two rotational
components (rotation around the y-axis, the local reference frame of
the drill along the drill bit, is not crucial). This task involves operat-
ing in an environment with a moving patient and reduced visibility
(shadows, fluids, and mists) that is physically and mentally demand-
ing for the dentist [48, 49, 54]. Factors such as a narrow mandibular
ridge can further increase implantation difficulty. [2, 23, 71]. Correct
drill positioning and angulation are imperative not only for successful
aesthetic and functional prosthodontic restorations but also to prevent
irreversible damage to adjacent structures caused by inaccurate drilling.
These include the alveolar nerve, teeth, or the sinuses, all posing risks
of long-term complications and implant failure. [24, 30, 45].

A proven solution is applying custom-made 3D physical templates
[55], which are expensive, disposable, and time-consuming to man-
ufacture. On the contrary, current software-based drill positioning
assistance [11, 14, 40, 70] relies on 2D screens, introducing the issues
of divided attention, cognitive stress, and manual skill errors. Mixed
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Reality (MR) demonstrated to support drill positioning by superimpos-
ing mouth-referenced computer-generated 3D assets like a target axis
path [19, 20, 50].

Spatial relationships in virtual environments present challenges to
accurately perceive the depth and spatial orientation of manipulated
objects [3,15,31,42,72,73]. 3D virtual assistive elements, also known as
widgets, generally convey information about precision tasks, including
positioning. These widgets, defined as an "encapsulation of geometry
and behavior used to control or display information" [12] assist users
in the interaction with scene elements [28, 43, 44, 65].

In medical scenarios, the user interface (UI) design must prioritize
intuitiveness and comprehensibility to enhance usability, patient safety,
and decrease task load [38, 46, 52, 57]. Potential UI elements are MR
drill positioning widgets (MRDPW), which positively impact guidance
and procedural tasks [13, 37, 39]. Most of the MRDPW in literature
are pseudo-static [20, 33, 63], and dynamic designs have been explored
recently. Nevertheless, the literature currently lacks a comparison of
different MRDPWs. The visual elements in UIs are often not optimized
for a good user experience and end users are rarely included in the
iterative development phase. Additionally, the widget validation of
different widgets in the literature is incomparable and mostly not vali-
dated by realistic setups. Considering tracking is not the major problem
in the next-gen MR interfaces, we focus here on end-user experience,
visualization, and efficacy. We use a co-design method that involves
the end user in the process [4, 8, 16] and that has been proven to be
effective in meeting users’ needs [26, 58]. Thus, the main goal of this
paper is to co-design MRDPWs for achieving maximum performance
with several research questions:

• RQ1: "What is the co-design outcome regarding widget design,
their evaluation criteria and conditions?"

• RQ2: "Which condition is the best-performing and preferred
widget in a realistic setup?"

• RQ3: "Are dynamic widgets more precise than static widgets?"
• RQ4: "Does precicion impact other variables such as time and

task load?"
• RQ5: "Do age and gaming experience influence precision?"

We evaluated co-designed conditions regarding precision, time, and
task load using qualitative and quantitative measurements in a realistic
setup. Lastly, we analyzed the dentist’s opinions and preferences and
present an overview of MRDPWs with key takeaways.

2 RELATED WORKS

Firstly, we analyzed the UIs and utilized widgets and setups for tool
positioning in recent articles to generate an overview of existing meth-
ods, targeting primarily papers on dental implantology. The topic’s
significance is driven by the constantly increasing number of implants
performed [17] and the need for assisted tools essential to preserving
and enhancing patient care quality. A commonly applied concept in-
volves superimposing pre-operatively planned data over the surgical
area with or without an auxiliary axis [51, 74]. This virtual widget
is typically represented as a thin yellow trajectory line, which can be
visually challenging. The visual feedback is only reinforced through
a color change of the widget, which may not be sufficient for 5 DoF
precision or accessible for each user.

A recent study by Ferronato et al. [21] developed a novel tablet-
based marker-less AR system using iPad Pro 2020 (Apple, CA, USA)
for endodontic treatments; the UI consists of static reference points, so-
called points of interest (POI), and red-colored target points for cavity
position. A red central line is defined as a target axis for orientation.
The system also inserted mandibular and maxillary CBCT volumes into
the system. Two dentists experimented on phantom and 3D-printed
models with 90 drilling tasks. The results indicated that the positional
error was 0.51 mm and 0.77 mm with 8.5 ° mean angular deviation.

The work of Dastan et al. [13] implemented the Augmented Collima-
tor Widget (ACW) inspired by Gestalt theory. The work features a 3D
widget comprising 2D elements for positional and rotational alignment.
The ACW utilizes the visual error amplification method, in which the
components separate when the tool is distant from the target and col-

limate as the tool approaches the target. The components disappear
once the tool surpasses the threshold. The authors compared ACW
with the golden standards (GSW) with 30 participants using Oculus
Quest 2 (Meta, CA, USA). Yet, participants were not dentists and were
not provided with a phantom. The results demonstrated that ACW
performed better than the defined golden standards in AR simulation
in VR. ACW outperformed in positional accuracy (2.24 mm ± 1.42 for
ACW vs. 2.72 mm ± 2.75 for GSW) and rotational accuracy (5.03 ° ±
3.13 for ACW vs. 9.54 ° ± 5.77 for GSW). On the other hand, ACW
resulted in an increased task time of 5.19 sec ± 4.91 (ACW) vs. 2.14 sec
± 1.81 (GSW).

Another approach from Ma et al. [39] involved implementing an
AR tool navigation system using a target axis, tool axis, and implant
path superimposed on the surgical area through an IV overlay device.
The authors conducted experiments on a phantom and a volunteer,
with only one experienced dentist involved. The non-guided method
(based solely on the dentist’s experience) was compared with the AR
system, and results demonstrated that the AR method performed better,
showing positional errors 1.25 mm vs. 1.63 mm; rotational error =
4.03 ° vs. 6.10 °. However, it was noted that using bulky trackers
created discomfort for the volunteers in the AR setup.

Alternatively, Song et al. [59] implemented the first head mounted
display(HMD)-based AR prototype for endodontic procedures. Their
work utilizes visual and audio cues during the interaction. The visual
cues include a thin cylinder representing the virtual drill tool axis and
two flat dynamic disks (one on the tooltip and one on the top of the
tool). The disks indicate depth, distance, and orientation between the
tool and target through color and size variation. When the tool is
distant, the disks appear red and large. Additionally, text feedback
provides numerical errors (for position, rotation, and depth) in the
dentist’s field of view. The authors experimented on a scaled tooth
model using HoloLens 2 (Hololens, Microsoft, USA) to evaluate their
system with a series of tool target positioning. The positional error
ranged from 3.6 mm to 32.2 mm, and the rotational error ranged from
2.15 ° to 45.10 °. The authors claimed that their system reduces the
decision time, and integrating visual cues makes the system usage more
intuitive.

The work of Lin et al. [37] proposes an AR interface that requires
the traditional surgical template. The UI includes the drill axis, tooltip,
implant path, and mandibular nerves. The study conducted a phantom
experiment with only one experienced periodontist using Sony HMZ-
T1 (Sony Electronics Inc., CA, USA) HMD goggles. The research
evaluated the accuracy of their systems with the pre-planned data. The
findings demonstrated that the implant placement deviated less from
the planned position with their AR system, showing a positional error
of 0.50 ± 0.33 mm and a rotational error of 2.70 ± 1.55 ° for mandibular
implant placement.

For instance, the research by Wang et al. [68] elaborated a phantom
experiment for marker-free image registration for dental surgery. The
virtual Drill Tool tip and the Trajectory Axis are superimposed on the
phantom model using a projector-based AR system using a 3D image
overlay device. The work calculates the registration error of 0.71 ±
0.27 mm.

Moreover, Katic et al. [32] developed a context-aware AR dental
implant surgery system. The authors implemented two visualization
types: A direct overlay over the surgical field and a static visualization
of information in a fixed position. A dentist superimposes two thin
cylinders, the target axis and the drill axis, using the color-coding
mechanism (red-green). The authors evaluated the registration accuracy
of their AR system using HMD in a cadaver experiment. The findings
demonstrated that the positional error significantly improved with their
calibration system to less than 2.5 mm. More recently, Tao et al. [62]
conducted a comparison between AR-based (ARN) and dynamic screen
navigation (DSN) in vitro studies using phantoms. Their system utilizes
the entry point and trajectory axis to indicate the target. A total of
242 implants were placed by only one surgeon wearing HoloLens 2.
The results were 1.31 ±0.67 mm (ARN) vs.1.18 ± 0.59 mm (DSN) for
entry point deviation and 3.72 ±2.13 ° (ARN) vs.3.1 ±1.56 ° (DSN)
rotational error. The findings indicated that both conditions performed



Fig. 2: Static and Dynamic MRDPWs demonstration of only assistive virtual elements; entry point, target axis, DWEP dynamic widget with entry
point, DWTA dynamic widget and target axis.

similar positional errors; however, the study claimed that their AR-
based navigation system yielded a higher angular deviation.

The existing body of literature provides valuable insights, while our
research objectives aim to contribute to this goal by further refining
and advancing the state-of-the-art. Most AR dental tool navigation sys-
tems primarily focus on calibration, registration, and real-time tracking
issues [37, 39, 62, 68]. Our research objectives are aligned to pur-
sue enhanced precision guidance by analysis of different visualization
methods.

In conclusion, this paper contributes by;

• Co-design of MRDPWs with three MR experts and two dentists.
• As a result of co-design, the following widgets are implemented.

Two static: Entry Point, and Target Axis inspired by literature.
Two novel non-linear behavior Dynamic Widgets: Dynamic wid-
get with Entry Point and Dynamic widget with Target Axis.

• Evaluation of MRDPWs with dentist subjects of various experi-
ence levels in a co-designed realistic setup.

3 WIDGETS CO-DESIGN WITH DENTISTS

We followed the Co-design methodology proposed by [22] which
specifically supports multidisciplinary medical collaboration by a user-
centered iterative development process. We construct a co-design group
consisting of five experts: two dentists with 15 and four years of experi-
ence in endodontology and three MR experts with 26, 15, and five years
of experience. Over four months, we performed one-to-one interviews,
live demos, and focus groups [47].

Physical and VR scenarios for the dental room simulations were
implemented during the co-design. This approach allowed us to quickly
assess altered widget design cycles, as a full AR setup is sensitive to
trackers’ error and latency. Firstly, the experts discussed the MRDPW
problem to evaluate an unbiased clinical dentist’s perspective regarding
visualization. Afterward, reproduced widgets from the literature were
demonstrated. Furthermore, feedback for improvement and user exper-
iment details were iteratively gathered and implemented with adjusted
functionalities, particularly widgets’ type, behavior, form, size, and
material.

3.1 Co-Design Results

At the end of the co-design phase, we answer our RQ1. As an outcome,
we implemented the following MRDPW conditions in a realistic setup
(Fig. 2) with distinctive attributes (static vs dynamic) meeting the
diverse needs of dentists when operating, such as visibility, usability,
and design preferences. Two MRDPWs are designed as static widgets
and two as dynamic conditions Fig. 2.

We use Unity Platform [64] with a world-fixed dextrorotary coordi-
nation system with z (blue) pointing forward to the initial user position,

(a) The positional components x, y, and z axis repre-
sented as 3D "V".

(b) The rotational components, x and y axis repre-
sented as 3D "(".

(c) Tool is away from the target, forms are not colli-
mated. (d) Tool is on the target, forms are collimated.

Fig. 3: Compositions of DW: positional and rotational components (a, b),
the tool is far from the target, forms are in the periphery and away from
each other (c),the tool is on target, forms are nearby (d).

x (red) pointing to the horizontal, and y (green) pointing up on the ver-
tical axis. An unexpected outcome was the discovery that the industry
standards of dentistry often support the right hand for the drill tool
independently from the user’s dominance. Therefore, we designed our
widget to be right-handed, considering that most left-handed dentists
also use their right hand for dental procedures.

3.1.1 Static Widgets (SWs)

Entry Point Widget This widget is the simplest set as it provides
the entry point only by a static yellow cylinder of radius r= 1 mm
length=3 mm. The dentist proposed it due to missing rotational align-
ment information and feedback. It is a negative control condition that
resembles the current "unassisted" method. Since it is known from the
literature, it should be included to increase comparability [37, 39, 62].



Fig. 4: Implementation of three dynamic visibility areas: Area 1: Invisible
forms, Area 2: Visible Collimation Area with dynamic and non-linear
behavior, Area 3: Visible static forms.

Target Axis Widget This widget is most abundant in related works
[13, 32, 39, 62, 68]. It is a yellow cylinder of r= 1 mm, length=120 mm
with a yellow color for easy identification. The intersection point of the
axis with the gingiva provides spatial positioning like the entry point
condition, while the axis represents the drill path in space. A centered
red disc on top of the drill tool enables alignment with the target axis,
similar to the work by Song et al. [59]. Unlike the static Entry Point,
it provides pseudo-static feedback of correct spatial positioning and
serves as a baseline.

3.1.2 Dynamic Widgets (DWs)

Dynamic Widget (DW) 1 provides real-time dynamic feedback of the
spatial positional and rotational error, taking inspiration from the study
of Dastan et al. [13], which uses the gestalt theory of perception [36].
This approach mimics the behavior of analog measurement tools like
mechanical calipers and photographic optical viewfinders. The DW’s
basic principle is to provide visual feedback using graphical error
visualization Fig. 3. The span error between tool and target is reflected
by the mutual distance of forms (Figs. 3c and 3d), three positional
"V"-shaped duos (one per axis component) (Fig. 3a) and two rotational
"("-shaped duos (one per 5DOF component) (Fig. 3b). During co-
design, we discussed the work of Dastan et al. [13] and were inspired
to implement our DW. We improved the following features:

• optimization of dynamic visibility areas’ threshold parameters;

• applied nonlinear law for the displacement of related form duos;

• implementation of 3D forms instead of 2D textured icons;

• attached the DW closer to the drill tooltip to improve intuitiveness;

• the DW rotation form duos are related to the user’s controller
rotation instead of locked to the world reference system;

• applied custom shader materials to form duos to prevent visual
occlusion by other visual objects in the scene.

Dynamic visibility areas: We defined the positional vectors as tool
position (top) and target position (tap) and the rotations as tool rotation
(tor) and target rotation (tar). We also split the spatial positional error
into pure positional error (pe) and the rotational error (re) of the tool
and target. We modified the dynamic visibility behavior of the Dastan et
al. [13]. The main goal of this modification is to reduce visual overload.
From our co-design, we assigned the following dynamic visibility areas
(Fig. 4):

• Area 1: Target threshold (tt) = 1 mm for pe and 0.5 ° for re; these
parameters set with dentists’ feedback during co-design. The
component is hidden when tt has been reached as the user needs
no intervention.

1DW open source link: https://github.com/Vr3xMelab/DW.git.

Fig. 5: Implementation of the virtual magnifying loupe; top view of lenses’
angles and positions (left), two quads attached to the headset(right).

Fig. 6: Gender/profession of dentists participated in the user study.

• Area 2: Dynamic nonlinear behavior, duos are visualized. This
reduces the amplification in the target vicinity and avoids over-
shooting fatigue (Fig. 4)

pe = fpe(tap− top)2 and re = fre(tor · tar−1) (1)

• Area 3: Pairs are visualized but static/frozen at a max thresh-
old (mt) = 100 mm for pe and 10 ° for re, co-designed with the
dentists’ feedback to avoid being too far away from sight.

Dynamic Widget and Entry Point (DWEP) DWEP combines the
DW with the Entry Point widget. This condition provides an almost
"DW-only" scenario, where the entry point only indicates the target
position.

Dynamic Widget and Target Axis (DWTA) This condition com-
bines DW and static Target Axis widgets. The mixed DWTA gives
two references for the dentist to follow during tool positioning. DWTA
evaluates the combined widgets’ impact on performance and task load.

4 EVALUATION

During co-design assessments, it was seen that DWTA might provide
better objective and subjective parameters than the other three condi-
tions. Additionally, we noticed that targets were reached faster using
the Target Axis and Entry Point widgets; therefore, we hypothesized
they would result in less cognitive effort. A within-subject user study
was conducted with dentists to objectively analyze our co-design results
and compare MRDPWs: DWTA, DWEP, Target Axis, and Entry Point
conditions. We evaluated the user performance, task load, and prefer-
ence of MRDPWs implemented in co-design sessions. This section
includes the details of the user study.

https://github.com/Vr3xMelab/DW.git


Fig. 7: Conditions box plot comparisons of user study results (n=35, * = Friedman (pbonf***≤0.001), #= Wilcoxon (p#≤0.05) test): rotational
magnitude RM and positional magnitude PM: Entry Point is the least accurate, task time TT: Entry Point faster than DWEP and DWTA, Target Axis
is faster than DWEP, DWTA and DWEP is faster than DWTA.

Fig. 8: Experiment setup; Phantom model tracked with the left controller
(left). The right hand is for tool handling (top-right), and the foot pedal is
the input device (bottom-right).

4.1 Hypotheses

We stated below the research hypotheses (Hn) following our co-design
evaluation:

We set the following hypotheses for RQ2 and RQ3:
• H1: DWTA has better precision than other conditions.
• H2a: DWEP is faster than the DWTA,
• H2b: DWTA has better precision than DWEP.
• H3: Entry Point "non-assisted method" has the lowest task time.
• H4: Target Axis has less task load than DWs.
• H5: The added complexity of DW increases the task load.
We set the following hypothesis for RQ4:
• H6: There is a negative correlation between precision and time.
We set the following hypothesis for RQ5:
• H7: Younger generations and subjects with gaming experience

have better precision using DWs.

4.2 Participants

Our study was approved by our institutional review board. Informed
consent was obtained from each participant. Thirty-five voluntary den-
tists participated (18|, 17~) aged 34.34 ± 9.9 years. They belong to
various specialties: Eight in prosthodontology, seven in endodontology,
seven in general dentistry, three in periodontology, four in orthodontol-
ogy, four in restorative dentistry, and two in pediatric dentistry Fig. 6.
This group doesn’t include the first two dentists participating in the
co-design phase. We collected participants’ ages, years of experience
in dentistry, AR/VR experience, and gaming rates.

Fig. 9: User Study protocol overview.

4.3 Co-designed Setup
We used an AR simulated in VR setup as supported by its validity in
literature [25,34,35]. As a result of co-design, we built a realistic setup,
supported in a physical dental studio, to imitate the body pose and
movements. The hardware comprised an Oculus Quest 2 (Meta, CA,
USA) HMD, which was connected to a laptop PC with a USB-A cable,
a Foot Switch USB-A foot pedal (Xiatiaosann, Guangzhou, China),
and two Meta Quest 2 controllers (Meta Platforms). The right-hand
controller was represented in VR by a virtual hand grasping a drill
tool (Fig. 8). To achieve realistic drill handling, users turned the right-
hand controller and held it backward. A handmade drill tooltip was
attached to the right-hand controller to mimic the drill tool. The left
controller tracked the virtual patient’s head position on the real phantom
to provide arm/hand rest reference to the participants (Fig. 8).

Dental Room and Phantom We used a dental room with a physical
phantom as described in literature [37, 39, 62, 68]. The dental unit’s
backrest angulation was adjusted to a horizontal position, and the
physical phantom was affixed to the dental unit with belts (Fig. 1). The
dental stool was positioned on the right side of the phantom and parallel
to the dental unit. The dentists were asked to sit on the stool to simulate
the operative stance. In VR, we designed a dental room arrangement
with a static avatar patient and dental unit. All targets are positioned
only on the virtual patient’s mandible.

Foot pedal We simulated the dentist’s drill control using Unity
3D input action linked to the USB-based pedal (Fig. 8). Participants
confirmed the tool positioning on each target by pressing the pedal.
After each pedal hit, sound feedback was provided; afterward, the next
target appeared in the mandible.

Virtual Loupe Dentists suggested a VR magnifying loupe during the
co-design process, which is also supported by literature with positive



Fig. 10: Conditions Box plot comparisons of user study results (n=35, * = Friedman (pbonf***≤0.001), #= Wilcoxon (p#≤0.05) test) for Rotational X
and Z Axis errors (RZ and RX) and Positional X, Y, and Z errors (PX, PY, PZ): Entry Point is the least precise in RX, RZ, PX, PY, PZ. Target Axis is
less precise than DWTA in RX, RZ. Target Axis is less precise than DWEP in RZ.

outcomes in surgical tasks [1,6,41,53,67]. In each condition, the virtual
loupe was attached to the headset camera for a focused task field of
view to ensure better posture and minimize physical strain. The VR
loupe was implemented using two circle quads (r= 10 mm), a zoom
camera, and render-texture material in Unity. Each quad has a 30 mm
distance from its center point. Quads were attached to the main camera
with a 50 cm offset and followed the head movement (Fig. 5). Using
post-processing in the main camera, we added a blur effect to enhance
the scene’s depth perception.

4.4 Procedure and Drill Positioning Task

We introduced the experiment research problem and the four widgets,
with a neutral and unbiased description of their function, followed
by the test procedure instructions (Fig. 9). Participants sat on the
dental stool and wore the Oculus Quest 2 headset. The experiment
commenced with a training scenario in which each condition was
presented sequentially. Afterward, the main experiment started. A
balanced Latin square was used to establish the order of the MRDPW
conditions (Fig. 1).

The user task involved positioning and orienting the drill to the indi-
cated target as precisely as possible. An active depth drilling task was
not included. The foot pedal was pressed once the dentist was satisfied
with the precise drill tool positioning. The pedal hit saved the error
value entry and proceeded with the next target. Targets appeared singly
in random order. Each condition involved 16 repetitive tool position-
ing tasks for each subject. After completing all positioning tasks for
one condition, the next scene was launched. Objective metrics were
automatically saved. Following the main experiment, participants were
tasked with completing a subjective questionnaire. Subsequently, we
sought dentists’ opinions on the specific condition/setup/widget through
an open interview session. The entire user study took approximately
40-45 minutes.

4.5 Metrics

We collected the following parameters during our user study:
Positional Error: The positional magnitude (PM) was calculated

to assess the precision of distance error between the drill tool-tip and

the entry point target. Separated metrics for the distance along the x, y,
and z-axis (PX, PY, PZ) were measured in millimeters.

Rotational Error: The rotational magnitude (RM) was calculated
to assess the precision of rotational error between the drill tooltip and
entry point axes. Separate metrics for the delta angle along the x and
z-axis (RX, RZ) were measured in degrees.

Task Time: The elapsed time between the single target display and
foot pedal press, measured in seconds.

Task load: After the experiment, participants compiled a NASA-
TLX [27] questionnaire (Likert 7 scale), including mental demand,
physical demand, temporal demand, effort, and frustration.

User Preference and Opinions: Following the questionnaire, we
conducted post-experiment open interviews with the participants to
record their preferences and gather their opinions.

4.6 Statistics

Data was analyzed using JASP software (version 0.18.3.0, University
of Amsterdam). Normality was assessed using the Shapiro-Wilk test,
which revealed a non-Gaussian data distribution. First, descriptive
data analysis was performed for RM, PM, and TT. Consequently, we
employed the non-parametric Friedman test to assess statistical sig-
nificance for paired samples alongside Kendall’s W to measure the
effect size. Bonferroni corrections were used for post hoc comparisons
(pbonf≤.05). We further conducted a Wilcoxon test to compare two
independent samples that had a mean difference (md), whether their
mean ranks statistically differ (p≤.05). Only significant comparisons
from the Wilcoxon test are reported in the results section. Additionally,
we calculated Pearson’s correlation coefficient (r) to measure the linear
relationship between precision and time variables. Significance was
assumed at r-value≤0.6:strong,≤0.4:moderate,≤0.2:weak,<0.2:very
weak.

5 RESULTS

5.1 Objective Measures

All participants performed all tasks of precision-focused drill tool
positioning on sequential targets for MRDPW conditions. In total,
we collected 2240 samples (16 tasks x 4 conditions x 35 participants)



Fig. 11: RM-TT Correlations: DWEP has a significant negative correla-
tion; RM precision requires time. Correlation strengths (r) are presented
(r-value≤0.6:strong,≤0.4:moderate,≤0.2:weak,<0.2:very weak).

for objective measures. The results are summarized below in a concise
manner:

Rotational Error: RM, RX, RZ RM: The descriptive statistics are
DWTA (9.96 ° ± 9.72), DWEP (12.09 ° ± 10.02), Target Axis ( 12.29 °
± 11.01), Entry Point (15.94 ° ± 10.32). The Friedman test revealed
statistical significance for RM (x2= 35.81, p<.001, Kendall’s W= 0.34).
Post hoc Dunn-Bonferroni corrections highlighted that Enry Point has
the least RM precision (Fig. 7).

RX: The Friedman test demonstrated significance in RX (x2= 62.72,
p<.001, Kendall’s W= 0.59). Post hoc Dunn-Bonferroni corrections
indicated that Entry Point is the least precise condition, and Target Axis
is less precise than DWTA (Fig. 10). Further, a Wilcoxon test revealed
significance in DWEP<Target Axis (md =1.22, z=-2.22, p=.026*).

RZ: The Friedman test indicated significance for RZ (x2= 70.26,
p<.001, Kendall’s W= 0.66). Post hoc Dunn-Bonferroni corrections
demonstrated that Entry Point is the least precise condition and Target
Axis is less precise than DWEP and DWTA (Fig. 10).

Positional Error: PM, PX, PY, PZ PM: The descriptive statistics
are DWTA (2.58 mm ± 1.69), DWEP (2.85 mm ± 2.41), Target Axis
(3.55 mm ± 0.81) and Entry Point (8.43 mm ± 1.06). The Friedman
test yielded significant results for PM (x2= 19.90, p<.001, Kendall’s
W= 0.19). Subsequent post hoc Dunn-Bonferroni corrections were
applied. The results demonstrated that Entry Point is a less precise
condition (Fig. 7). While non-significant median values were observed,
a Wilcoxon test revealed significance for DWTA < Target Axis compar-
isons (md= 0.96, z=2.09, and p=.036).

PX The Friedman test demonstrated statistical significance in PX
(x2 = 15.65, p=.001, Kendall’s W= 0.15). Post hoc Dunn-Bonferroni
corrections revealed that Entry Point is the least precise condition
(Fig. 10).

PY The Friedman test indicated statistical significance for PY (x2=
24.46, p<.001, Kendall’s W= 0.23). Post hoc Dunn-Bonferroni correc-
tions revealed that Entry Point is the least precise condition (Fig. 10).
Further, the Wilcoxon paired samples t-test showed DWEP<Target
Axis (md= 0.86, z=2.12, p=.033*) and DWTA<Target Axis (md=0.25,
z=2.99, p=.002**).

PZ: The Friedman test yielded statistical significance in PZ (x2=
12.90, p=.005, Kendall’s W= 0.12). Post hoc Dunn-Bonferroni cor-

Fig. 12: RM-PM Correlations: DWTA has a significant positive correlation
pointing to better RM precision leading to better PM precision.

rections demonstrated that Entry Point is the least precise condition
(Fig. 10).

Task Time The descriptive statistics for TT; Entry Point (6.39 sec
± 3.02), Target Axis (8.17 sec ± 2.78), DWEP (18.46 sec ± 9.88),
DWTA (23.03 sec ± 10.32). The Friedman test revealed statistical
significance (x2= 75.61, p<.001, Kendall’s W =0.72). Post hoc Dunn-
Bonferroni corrections applied results yielded significance for Entry
Point < DWEP, DWTA (pbonf <.001***), Target Axis< DWEP, DWTA
(pbonf<.001***) and DWEP < DWTA (pbonf=.014*) (Fig. 7).

5.2 Subjective Measures

Observations During the experiment, the observer noted the fol-
lowing events. Five participants exhibited excessive body movement
in Entry Point and Target Axis conditions. One user asked for a larger
virtual loupe. One experienced blurry vision, and another reported
eye strain. A 61-year-old dentist experienced neck problems and took
longer to complete the task.

NASA-TLX Participants compiled the questionnaire about the task
load (Fig. 16), age, background, year of experience, gaming skill rate,
and preference. On average, they had nine years of experience in
dentistry 5 X̄ (min 1, max 36 ± 9 IQR). They rated their gaming skills
as 3.31 ± 2.01 / 7 and their knowledge of AR/VR applications as 2.7 ±
1.75 / 7 (having tried AR/VR apps at least once). All were right-handed,
except two left-handed and one ambidextrous. Nevertheless, all could
use the right hand and the right foot for the task.

Mental Demand: Entry Point and Target Axis had lower mental de-
mand than DWEP and DWTA (p<.001***). DWEP<DWTA (p=.047*)
(Fig. 16).

Physical Demand: Entry Point and Target Axis had lower phys-
ical demand than DWEP and DWTA (p<.001***). DWEP<DWTA
(p=.016*)(Fig. 16).

Effort: Entry Point and Target Axis required less effort than DWEP
and DWTA (p<.001***) (Fig. 16).

Frustration: Entry Point had less frustration than DWTA, and Target
Axis had less frustration than DWEP or DWTA (p<.001***) (Fig. 16).



Fig. 13: Correlations of PM-TT: DWTA and Target Axis demonstrate
negative correlation, revealing that more time trade-off ensures better
PM precision.

6 DISCUSSION

6.1 Objective Measures Analyses
In addressing our research questions, we observed significant improve-
ment of DWs over static Target Axis in positional and rotational preci-
sion. Both DWs outperform Target Axis in positional PX and rotational
RX and RZ. Furthermore, DWTA is more effective in PM than Target
Axis, which supports our H1.

On the other hand, DWs have a time trade-off comparing SWs.
This outcome aligns with existing literature [13] in which DWs are
significantly more precise but slower than SWs. This is an expected
and interesting finding as it highlights the value of DWs in providing
better precision and the trade-off in execution time. Interestingly, H2a
is supported, and DWEP is faster than DWTA, indicating that more
complex widget design influences task time. However, unlike our
expectations, H2b is not supported, and the two dynamic widgets did
not differ statistically in positional and rotational precision.

Besides, our H3 is supported; the Entry Point is faster than the other
conditions. However, although the widget shows the exact entry point,
the Entry Point is the least precise condition in PM and for each axis
component (PX, PY, and PZ). Target Axis provides better positional
precision than Entry Point, indicating that Entry Point requires addi-
tional information to indicate the target position. Entry Point is also
the least precise in rotational precision (RM, RX, and RZ), which is
evident since the widget doesn’t include rotational hints.

During the co-design phase, dentists stressed the importance of
keeping positional and rotational error low as key factors compared
to task time. We see that the quantitative results are similar and in
line with the literature regarding the advantages of MR in assisted
tool positioning, [13, 39, 63]. Additionally, we executed correlations
between time-positional and rotational precisions to investigate MRD-
PWs’ performances further. The DWTA (r=-.466**) and Target Axis
(r=-.431**) are related by the significant negative correlation between
PM and TT (H6), proving the effect of spending more time results in
better positional precision (Fig. 13).

DWTA (r=.334*) shows a significant positive correlation between
RM and PM, demonstrating that attention to the widget can bring better
precision in position and rotation (Fig. 12).

DWEP (r=-.350*) demonstrates a significant negative correlation
between RM and TT, which supports our H6, proving that more time

Fig. 14: Positive DWTA correlations: Subjects with better gaming experi-
ence, younger generations have more precision.

is acceptable to reach rotational precision (Fig. 11). These results
highlight that the 3D dynamic widgets provide better PM and RM
precision at the price of a time trade-off.

Our H7 is also supported; when comparing age and precision for
DWTA, junior participants performed with less PM (r=.464**) and
RM (r=.337*) precision. This result can be explained by the minor
familiarity of senior dentists with utilizing complex widgets. In support
of this, subjects with gaming experience perform better for the DWTA
(r=.368*) (Fig. 14), also indicating their ability to understand the most
complex widget of the set.

6.2 Subjective Measures Analyses
NASA-TLX As expected, Entry Point and Target Axis, being the

simplest to understand and the fastest to execute, resulted in lower
Mental, Physical, and Effort demand scores than dynamic DWTA and
DWEP, which partially supports H4. The frustration rate was lower for
Target Axis than DWTA-DWEP, while Entry Point was DWTA only.
These results indicate that Target Axis is relevant in literature [13] as an
immediate and simple to understand widget. Also, our H5 is partially
supported, and simpler DWEP has less mental and physical demand
than DWTA. These results differ from the previous study by [13], in
which our DWs yielded more mental demand and frustration than SWs.

Preference Target Axis singularly is the preferred with 16 /35
dentists. It is curious to notice that this preference comes from junior
and senior dentists (Age of experience 3 X̄ , min 1-max 36, 13.25 IQR).
Despite this preference, observers noted that the Target Axis and Entry
Point required more body movement and position changes during the
task. Furthermore, participants mentioned that P10:"Target Axis is
straightforward however it is challenging to align rotations precisely"
and P18:"Target Axis was perceived as irritating and made orientation
difficult."

DWTA was preferred from 12 /35 dentists of all seniority levels (Age
of experience 6.25 X̄ , min 1-max 34, 5.75 IQR). This choice supports
the idea that having direct references to the point and axis of Target Axis
is a key graphical cue for this widget. Besides, 7 /35 participants (Age
of experience 4 X̄ , min 1-max 17, 12 IQR) preferred DWEP. Participants
stated about DWs; P7: "With training the DW could potentially improve
usability," and P14: "DW could enhance precision; training with the
DW is the optimal choice." One user praised the DW’s spatial support:
P16:"The frontal axis was challenging to comprehend; the DW is a valid



Fig. 15: Radar-plot graphics for MRDPW conditions overview; Entry Point, Target Axis, DWEP, DWTA, and user preference written in the center of
each plot(up).

Fig. 16: NASA-TLX results, (n=35, * = Friedman (pbonf***≤0.001), #=
Wilcoxon (p#≤0.05) test), Entry Point and Target Axis have lower task
load than DWEP and DWTA.

solution.". Another participant without prior experience with AR/VR
declared that P17:"DW is challenging, Target Axis is demanding to
perceive orientation."

Interestingly, Entry Point has no preferences. It is remarkable how
real usage showcased the limitations. P7: "I felt insecure about the
precision" and P25:"Entry Point is perceived as uncertain and more
demanding for precision." This indicates that dentists want additional
navigation during the tool positioning and teaches us how MR interface
design must confront previous procedures to be accepted by end users.

Overview Although the Target Axis is the most preferred, DWs
aggregated preference (12+7) is superior to SWs (19 vs. 16). This
result may indicate the potential of DWs, but the current limits of
proposed implementations in managing effort vs performance tradeoff.
To enhance the comparisons of MRDPWs across multiple parameters,
we employed radar plot graphs as illustrated in Fig. 15. Each condition
has been assigned a rating (+1 point) based on the results, significantly
outperforming the other conditions. This graph presents a nuanced
perspective on the strengths and weaknesses of each widget compared
to others.

6.3 Limitations and Future Work
In this study, we focused on the co-design of MRDPWs. The efficacy
of our designs was evaluated solely by the tool positioning task. Several
other tasks relevant to the surgical workflow, such as active drilling or
precision maintenance, have not yet been included and could influence
the subjective and objective performance of the MRDPWs. Moreover,
in our setup, the mandibular model was absent in the phantom mouth,

resulting in less haptic feedback than in a realistic setting. Additionally,
the realistic patient movement could not be included since the study
was conducted in in vitro. The AR simulation in VR was implemented
for two primary reasons: Firstly, our study focuses on the visual and dy-
namic feedback that can be effectively simulated and evaluated within
a VR environment. Secondly, the technological limitations of current
AR devices (tracking, precision, and latency) may influence the repeata-
bility of the results. However, widgets’ performance may be confirmed
in real AR setups in future studies. Another limitation is the increased
frustration of the presented dynamic widgets. We want to address it in
future works with a direct design indicating the path to follow. And
exploring different DW referential position configurations (attached to
the target or displayed as a screen fixed).

6.4 Takeaways
The DW capability to improve dentist’s performances in realistic set-
tings is a key result of this work but also sheds light on the interface
trade-off between precision (position and rotation) and task load and
its impact on user preferences. Furthermore, analyses reveal interest-
ing correlations between user demographics (such as age and gaming
experience) and familiarity with the proposed complex and dynamic
interfaces. This aspect opens to the crucial role of training for dy-
namic and innovative widgets design DWs. Finally, we provide the DW
scripts and all graphical assets with an open-source license to foster
future research in replication, evaluation, and improvement of next-gen
interfaces.

7 CONCLUSIONS

We carried out the MR dynamic widgets’ co-design process for drill
positioning involving two expert dentists and three MR experts. We
compared two dynamic variants to two static MRDPWs. The multidis-
ciplinary process resulted in benefits for dynamic widgets’ positional
and rotational precision and a trade-off regarding mental and physical
effort and frustration. We can conclude that the design presented is opti-
mal since the best DWs had more preference. A more direct affordance
supported by cognitive perception theory must be investigated further.
The value of this research demonstrates that DW’s designs is docu-
mented modular and easy to reuse. In future scenarios, DWs can be
easily applied to other medical or industrial scenarios [7, 18, 29, 31, 66],
including manufacturing, assembly maintenance, with clear benefits in
terms of safety, efficiency and better quality of life for the workers.

SUPPLEMENTAL MATERIAL

Full version quantitative results, video presentation and DW’s open
source link provided as supplemental materials https://github.
com/Vr3xMelab/DW.git.
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